Abstract

In computer vision, selection of the most informative samples from a huge pool of training data in order to learn a good recognition model is an active research problem. Furthermore, it is also useful to reduce the annotation cost, as it is time consuming to annotate unlabeled samples. In this paper, motivated by the theories in data compression, we propose a novel sample selection strategy which exploits the concept of typicality from the domain of information theory. Typicality is a simple and powerful technique which can be applied to compress the training data to learn a good classification model. In this work, typicality is used to identify a subset of the most informative samples for labeling, which is then used to update the model using active learning. The proposed model can take advantage of the inter-relationships between data samples. Our approach leads to a significant reduction of manual labeling cost while achieving similar or better recognition performance compared to a model trained with entire training set. This is demonstrated through rigorous experimentation on five datasets.

1. Introduction

One of the challenges in visual recognition tasks is to learn a good classification model from a set of labeled examples. Today we live in a time where we have instant access to huge amount of visual data from online sources such as Google, Yahoo, Bing and Youtube. It becomes infeasible to label all the unlabeled samples as it is very costly and time consuming. Moreover, it is not always true that more labeled data can help a classifier to learn better; in fact, it may as well confuse the classifier [25]. Also, the adaptability of recognition models is unavoidable in order to achieve good classification performance that is robust to concept drift. As a result, selection of the most informative samples [41] becomes critical and has drawn significant recent attention from the vision community in order to train recognition models [40, 29]. Motivated by this, the goal of this paper is to obtain a subset of few informative samples from the huge corpus of available unlabeled data to learn a good recognition model.

In order to identify the informative samples, most active learning based query selection techniques choose the samples about which the classifier is most uncertain [40]. Recent advances in active learning exploit the inter-relationships between samples in order to reduce the number of labeled samples to train the models [27, 32], with applications in several recognition tasks such as activity recognition [18], and scene and object classification [2]. The utilization of context in active learning is sometimes referred as context-aware active learning. Most of the context-aware recognition tasks involve graphical models [36] to correlate between the samples. In order to measure uncertainty on a graph [48], we require node entropy as well as mutual information. It is shown in [48] that node entropy is calculated from node potential, and mutual information is computed from both node and edge potential. In recognition tasks, node potentials are usually designed from the classification score of the samples. Thus, a sample might not be selected if the classification score is high enough for the wrong class. Furthermore, it becomes computationally expensive or intractable to compute the mutual information when the number of random variables increases, and hence the above-mentioned methods need to make simplifying assumptions.

In this paper, we explore whether information theoretic ideas that have been very successfully applied in data compression can be used to identify the most informative samples to build a recognition model. We leverage upon the concept of typicality for this purpose. Typicality allows representation of any sequence using entropy as a measure of information. The concept of typical set is developed based on the intuitive notion that not all the messages are equally important, i.e., some messages carry more information than others. According to the theory, there is a set of messages for which the total probability of any of its members occurring is close to one, which is referred as typical set of messages. By analogy, in computer vision perspective, we are convinced that not all the samples are equally important to learn a recognition model. Thus, we ask how can we exploit this approach to select the most informative samples, which will be manually labeled, and classifiers designed on this subset can then be applied to the entire dataset. Although, the term ‘typicality’ is mentioned in some computer vision
papers for several tasks such as category search [34], object recognition [39], and scene classification [45], they do not exploit the notion of information-theoretic typical set as we aim to in this work.

In order to exploit the typicality in an image, we use the labels provided by the detectors as the elements to form a sequence. Thus, if a sequence deviates from typical set for an element of that sequence, the element has good chance to be selected for labeling. The major advantages of using typicality are the following.

(1) Typicality identifies a small subset of samples, which represents common characteristics of a class.
(2) Previously, in computer vision, one of the effective way to incorporate context into a recognition scheme was through a graphical model, where node potential is learned from classification score and edge potential is learned from contextual relations between the samples. In this paper, we show that typicality can also be used to link between recognition and context models.
(3) Typicality is computationally efficient. We can capture higher order relations among the elements of a sequence by exploiting typicality. Thus, we can apply this method when inter-relationship between data points is known. For example, in joint scene-object classification, typicality links all the detected objects with a scene, e.g. ‘bed, lamp, painting, curtain with scene bedroom’. On the other hand, graph based models consider the pair-wise constraint such as ‘bed in a bedroom’, ‘lamp in a bedroom’ to interlink between scene and objects.
(4) We can apply this technique in feature space as well, to find the informative samples by identifying the typical feature for a class.

Framework Overview: The flow of the proposed framework is shown in Fig. 1. The method starts with a small subset of labeled samples to build the initial classification model. We also learn the co-occurrence statistics of the samples when available. Our goal is to update these models with the manually labeled samples that will be selected by our proposed approach, leading to an active learning framework. We first classify samples using the current models for a batch of incoming unlabeled data. Then, we compute the entropy from the distribution of classification scores to obtain the uncertainty of the labels being predicted. In order to exploit typicality, we need to obtain a sequence and a distribution from which a sequence is drawn. We refer to this distribution as ‘typical model’. We learn the typical model in two steps: (1) from the feature values, and (2) from the contextual relationship between samples when available. We obtain a sequence and distribution in feature space to find the atypical score (please see details in Sec. 3) associated with a sample. Similarly, for the latter case, we generate a sequence from the labels of the samples provided by the classifier, and learn the probability mass function (pmf) from the co-occurrence statistics of the samples. Finally, we formulate an optimization function in order to select the most informative set of samples based on entropy and typicality. The labels obtained in this process are used to update the classification model as well as the contextual relationships.

Contributions: Our major contributions are as follows.

• We propose a general active learning framework by introducing ‘typicality’ concept from information theory. To the best of our knowledge, any previous work that uses typicality for active learning is unknown.
• We explicitly show how typicality can be used to find out contextual irregularity. We also determine the typical feature for a class which is very useful in recognition.
• Unlike most of the context-aware active learning approaches, we do not require a graph to inter-relate the samples, which makes our active learning method faster.

We demonstrate our experimental results on two scenarios- (1) multi-task classification such as scene-object and activity-object, (2) single-task classification like scene or object recognition. Our framework outperforms state-of-the-art methods significantly in reducing the manual labeling cost while achieving same recognition performance.

1.1. Related Works
We briefly review the related works in visual recognition, and then provide an overview of sample selection strategy.

Classification in Computer Vision. The proposed framework applies to several recognition tasks, such as scene, object and activity classification. A review paper in [43] discusses some of the common features such as color, texture and SIFT descriptor, which are used in image classification. In [37], the paper surveys state-of-the-art feature based activity recognition. Recent advances in computer vision use context model [3] on top of recognition model in order to achieve higher accuracy. The use of context model has been applied in several applications such as object recognition [35, 47], scene classification [49, 47, 1] and activity recognition [18]. Another promising approach in recognition tasks is to exploit deep learning. Deep learning based methods have achieved superior performance in recognition tasks such as scene classification [50], object detection [15, 20, 14] and activity recognition [18].

Sample Selection Methods. Active learning has been widely used to reduce the effort of manual labeling in different computer vision tasks including scene classifica-
By the weak law of large numbers Eqn. 1 can be written as
\[-\frac{1}{n} \sum_{i=1}^{n} \log_2 P_{X}(x_i) \rightarrow E[-\log_2 P_{X^n}(x^n)] = H(X) \]

**Definition.** A set of sequences with probability distribution $P_{X^n}(\cdot)$ can be considered as weakly typical set if it satisfies the following criteria:
\[\left|-\frac{1}{n} \log_2 P_{X^n}(x^n) - H(X)\right| \leq \epsilon \]

We can derive a number of properties from this definition as $n \rightarrow \infty$ [4].

**Property 1.** The probability of any sequence in the typical set would be in the range below:
\[2^{-n[H(X)+\epsilon]} \leq P_{X^n}(x^n) \leq 2^{-n[H(X)-\epsilon]} \]

It comes directly from the definition shown in Eqn. 4. If the value of $\epsilon$ becomes zero, then the probability of all sequences belonging to typical set is equal. In this paper, we show how to generate a sequence from the samples for a recognition task. In active learning application, we focus on the sequence which has probability outside the range of typical set as shown in Eqn. 4.

**Property 2.** The typical set has size of approximately $2^{nH(X)}$ sequences.

**Property 3.** The probability of a sequence drawn from typical set $\mathcal{A}_c$ is:
\[P[X \in \mathcal{A}(\epsilon^n)] \geq 1 - \epsilon \]

For smaller $\epsilon$, this probability reaches close to 1.

**Property 4.** More likely sequence might not be a member of typical set. Let us consider a vision problem, classification of joint scene and objects. Suppose that we have an i.i.d distribution, and we denote a random variable $O$. Here, $O \in \{\text{bed}$(o_1)$, sofa$(o_2)$\}$ and $S$ represents bedroom. We have a distribution, $P(O = o_1|S) = 0.9$, $P(O = o_2|S) = 0.1$. So, the sequence $(o_1, o_1, ..., o_1)$ is highly likely. However, it is not a typical set because its average probability is not close to the entropy of $P(O|S)$. This example signifies that even though ‘bed’ has high co-occurrence probability with ‘bedroom’, typicality also tells us that the ‘sofa’ detector is not working properly.

### 2. Typicality in Information Theory

In information theory, typical set [4] is a collection of sequences, the total probability of whose occurrence is close to one as shown in Fig. 2. There are two types of typical sequences, which are generally used, namely, weak typicality and strong typicality. In this problem, we focus on weak typicality to design our active learning framework.

Let us consider $x^n$ to denote a sequence $x_1, ..., x_n$ which is drawn from an i.i.d distribution $P_{X^n}(\cdot)$, whose empirical entropy can be expressed as,
\[-\frac{1}{n} \log_2 P_{X^n}(x^n) = -\frac{1}{n} \log_2 \prod_{i=1}^{n} P_{X}(x_i) = -\frac{1}{n} \sum_{i=1}^{n} \log_2 P_{X}(x_i) \]

By the weak law of large numbers Eqn. 1 can be written as
\[-\frac{1}{n} \sum_{i=1}^{n} \log_2 P_{X}(x_i) \rightarrow E[-\log_2 P_{X^n}(x^n)] = H(X) \]

**Definition.** A set of sequences with probability distribution $P_{X^n}(\cdot)$ can be considered as weakly typical set if it satisfies the following criteria:
\[\left|-\frac{1}{n} \log_2 P_{X^n}(x^n) - H(X)\right| \leq \epsilon \]

We can derive a number of properties from this definition as $n \rightarrow \infty$ [4].

**Property 1.** The probability of any sequence in the typical set would be in the range below:
\[2^{-n[H(X)+\epsilon]} \leq P_{X^n}(x^n) \leq 2^{-n[H(X)-\epsilon]} \]

It comes directly from the definition shown in Eqn. 4. If the value of $\epsilon$ becomes zero, then the probability of all sequences belonging to typical set is equal. In this paper, we show how to generate a sequence from the samples for a recognition task. In active learning application, we focus on the sequence which has probability outside the range of typical set as shown in Eqn. 4.

**Property 2.** The typical set has size of approximately $2^{nH(X)}$ sequences.

**Property 3.** The probability of a sequence drawn from typical set $\mathcal{A}_c$ is:
\[P[X \in \mathcal{A}(\epsilon^n)] \geq 1 - \epsilon \]

For smaller $\epsilon$, this probability reaches close to 1.

**Property 4.** More likely sequence might not be a member of typical set. Let us consider a vision problem, classification of joint scene and objects. Suppose that we have an i.i.d distribution, and we denote a random variable $O$. Here, $O \in \{\text{bed}$(o_1)$, sofa$(o_2)$\}$ and $S$ represents bedroom. We have a distribution, $P(O = o_1|S) = 0.9$, $P(O = o_2|S) = 0.1$. So, the sequence $(o_1, o_1, ..., o_1)$ is highly likely. However, it is not a typical set because its average probability is not close to the entropy of $P(O|S)$. This example signifies that even though ‘bed’ has high co-occurrence probability with ‘bedroom’, typicality also tells us that the ‘sofa’ detector is not working properly.

### 3. Typicality for Visual Recognition Tasks

In this section, we show how typicality can be used in feature space, as well as to model visual context, e.g., inter-relationships between objects in a scene.

**Typicality with Contextual Relationships.** Classification tasks, like scene-objects and activity-objects, generally share contextual relationship between the data points. We use typicality as a tool to capture these contextual relationships. For example, in joint scene-object classification, typicality encodes what are the typical objects that appear in a scene. Thus, contextual relationships between the data points can be exploited in an active learning framework for object recognition by exploiting contextual relationships.

**Typical Set**

By the weak law of large numbers Eqn. 1 can be written as
\[-\frac{1}{n} \sum_{i=1}^{n} \log_2 P_{X}(x_i) \rightarrow E[-\log_2 P_{X^n}(x^n)] = H(X) \]
Figure 3: The figure shows how a sequence is generated from a recognition model in the context of object detection. The labels provided by the detectors (object recognition model) are used to represent a sequence.

Let us consider two different classification tasks $U$ and $V$. We also assume that instances belonging to task $U$ might co-occur multiple times with instances belonging to task $V$. For instance, multiple objects can appear in a scene or activity, so object recognition would be $U$ and scene or activity would be $V$ in this case. Let us denote the number of classes for $U$ and $V$ as $M$ and $N$. The co-occurrence frequency of the classes in $U$ given the $i^{th}$ class in $V$ can be denoted by $\Phi(u|v_i) = [\phi_1^i, \phi_2^i, \ldots, \phi_M^i]$. For notational simplicity, we skip $u$ in the right side of this equation. We compute the probability mass function of $U$ given $V$ as,

$$P_{U|V}(u_j|v_i) = \frac{\phi_j^i}{\sum_{k=1}^M \phi_k^i} \quad (6)$$

We can also compute the uncertainty $H(U|V = v_i)$ from the distribution of $P_{U|V}$. Please note that we have $N$ such distributions for $N$ classes of $V$. These distributions will be used to compute the uncertainty of a sequence.

We use the predicted labels obtained from baseline classifiers to construct a sequence. As mentioned above, the instances belonging to classification task $U$ can appear multiple times with instances in task $V$. We develop a sequence based on the labels of $U$ and use the distribution (Eqn. 6) depending on the label of the instances belonging to task $V$. Let us consider that $Q$ samples of task $U$ co-occur with task $V$ in an image or video. So, our sequence will be $l_1, l_2, \ldots, l_Q$, where $l_p$ represents the predicted class given the $p^{th}$ sample. We also know the label of $V$ provided by the baseline classifier. If the label predicted by $V$ classifier is $v_j$, then we can compute the typicality score using the distribution $P_{U|V}(u|v_j)$ for the sequence formed by $U$ classifier. As we can see that the labels are only predicted by classifiers and the distributions are computed from the contextual relations between $U$ and $V$, typicality is a useful tool to inter-link between recognition and context models efficiently.

Figure 4: The figure shows how typicality can be used in feature space.

Let us look at an example. In joint scene-object classification, typicality connects all the appearing objects with scene. The object labels provided by detectors are used to construct the sequence and the label of scene or activity is used to determine the distribution to be used to compute the atypical score to be discussed next. Fig. 3 shows an example of how detected objects are represented as a sequence in joint scene-object scenario. Given an image, the detected objects can be represented as a sequence, where each element of the sequence is referred as ‘symbol’. $Q$ is the length of a sequence, which is the number of detected objects in an image and it varies for different images. Besides, same object labels can appear multiple times in the sequence as shown in Fig. 3.

Given an unlabeled instance (e.g., an image for scene-object or video for activity-object), we obtain the predicted labels for both tasks $U$ and $V$. We use the distribution $P_{U|V}$ to compute $- \log P_{U|Q|V}(u^Q|v_i)$ for a sequence using Eqn. 1 and also compute $Q.H(U|V = v_i)$. We measure the deviation $D$ from $P_{U|V}$ as,

$$D = -Q.H(U|V = v_i) - \log P_{U|Q}(u^Q|v_i) \quad (7)$$

Intuitively, Eqn. 7 finds how much a sequence deviates from true distribution of co-occurrence of two tasks. We call this deviation atypical score. Please note that order of labels of the sequence does not affect the atypical score. A sample will be more likely to be selected for manual labeling when the score is high. In other words, we focus on the samples of a sequence that lie outside the range, represented by $|D| \leq \epsilon$ (derived from Eqn. 3). Here, $\epsilon$ is a threshold by which we can determine when the properties of typicality break.

Typicality in Feature Space of Individual Class. Let us consider $\mathcal{F}(k)$ to be a feature vector for $k^{th}$ sample belonging to class $c_i$ with dimension $\mathbb{R}^{N_f \times 1}$. $N_f$ represents number of features used in classification (e.g. the dimension of CNN feature, $N_f = 4096$). If we have $N^{c_i}$ number of samples belonging to class $c_i$, then we can compute the mean of their feature vectors as $\bar{\mathcal{F}}^{c_i} = \frac{1}{N^{c_i}} \sum_{k=1}^{N^{c_i}} \mathcal{F}(k)$. Now, we can obtain the distribution by using softmax function as follows:

$$P_{\mathcal{F}(c_i)}(\hat{\mathcal{F}}_k) = \frac{\exp(\hat{\mathcal{F}}_k)}{\sum_{m=1}^{N_f} \exp(\hat{\mathcal{F}}_m)} \quad (8)$$
where \( \hat{F}_j \) represents the \( j^{th} \) element (feature value) of \( \hat{F} \).

\( F_{i|c_i} \) denotes the distribution of average feature values of \( F_i \) for class \( c_i \) with dimension \( N_f \).

Given a test feature vector, we generate a sequence of length \( Q \) by sampling from it with replacement. This may lead to the same feature occurring multiple times in the sequence. Fig. 4 shows how a sequence is generated in feature space. Let us consider a test feature vector \( F_i (\in \mathbb{R}^{N_f \times 1}) \), and \( Q \) is the length of a sequence. An element of a sequence can take the value between 1 to \( N_f \). We assume that elements of the feature vector are independent of each other. We extract features from the final layer of CNN, where units of the layer are not internally connected between them.

As we know the sequence and the distribution, we can calculate \( -\log P_{FP} (\hat{f}_P | c_i) \) for a sequence using Eqn. 1. Now, the deviation \( D_f \) can be expressed as,

\[
D_f = -Q \cdot H(\hat{F}|C) - \log_2 P_{FP} (\hat{f}_P | c_i)
\]

Here, \( H \) is calculated from \( P_{FP}(c_i) \) as shown in Eqn. 8. The atypical score (or deviation) \( D_f \) will be used to derive an optimization function to select the most informative samples in active learning. Intuitively, we measure how much the features of a test sample deviate from its average feature values learned from training samples.

4. Active Learning Framework

We use atypical score obtained from Eqns. 9 and 7 to formulate an objective function to select the samples that need to be labeled. We first explain how the contextual relationships are used, and then combine with the feature descriptors.

Exploiting Contextual Relationships in Sample Selection. We are looking for the symbols of a sequence that lead to the sequence deviating from the typical set. In order to do that, we introduce a notation \( \mathcal{D}_{q'} \) that represents the atypical score without considering a sample with index \( q' \) of the sequence. \( \mathcal{D}_{q'} \) (using Eqn. 7) can be written as,

\[
\mathcal{D}_{q'} = -\sum_{m=1}^{Q} \log_2 P_{U_m|V}(u_m|v_i) - (Q-1)H(U|V = v_i)
\]

Here, \( U_m \) is the \( m^{th} \) symbol of a sequence. Now, we compare the \( \mathcal{D}_{q'} \) with \( \mathcal{D} \) (from Eqn. 7) to find the most informative samples. The difference between these two terms will be denoted as \( \Delta \mathcal{D}_{q'} \) that measures how much deviation has occurred due to the symbol \( q' \). It can be written as

\[
\Delta \mathcal{D}_{q'} = \mathcal{D} - \mathcal{D}_{q'} = -\sum_{m=1}^{Q} \log_2 P_{U_m|V}(u_m|v_i) - Q \cdot H(U|V = v_i) + \sum_{m=1}^{Q} \log_2 P_{U_m|V}(u_m|v_i) + (Q-1)H(U|V = v_i)
\]

Thus, a sample belonging to classification task \( \mathcal{U} \) will be selected if the probability of co-occurrence with the corresponding sample belonging to task \( \mathcal{V} \) is very low.

Let us take the example of scene-object recognition. Intuitively, even though a detector is certain about an object sample, it could be selected due to contextual irregularity. It might be possible that the detector is correct, which means that context model has not encountered the detected object much for a particular scene. But, this sample is critical to update either context model or recognition model.

Formulation of Overall Objective Function. Let us define a vector \( \mathbf{T}_f = [D_1, D_2, \ldots]^T \), which contains the atypical score of each sample using Eqn. 9. \( \mathcal{D}_f \) represents the atypical score for \( j^{th} \) sample. Similarly, for the contextual information, we consider a vector \( \mathbf{T}_{i} (\in \mathbb{R}^{(Q+1) \times 1}) \) (e.g. \( Q \) is the number of detected objects in scene-object or activity-object classification) for the \( j^{th} \) sample in a batch of data. Please note that in Eqn. 11, there is no information of task \( \mathcal{V} \) as the sequence only includes samples of \( \mathcal{U} \). So, we consider \( D \) (as shown in Eqn. 7) in objective function as it provides global information for task \( \mathcal{V} \) (e.g. scene for scene-object recognition and activity for activity-object recognition). \( \mathbf{T}_f \) can be written as follows,

\[
\mathbf{T}_f = [D_1, \log_2 P_{U|V}(u_1|v_i), \log_2 P_{U|V}(u_2|v_i), \ldots, -\log_2 P_{U|V}(u_Q|v_i)]^T
\]

\[
\mathbf{T} = [\mathbf{T}_1, \mathbf{T}_2, \ldots]^T
\]

It may be noted that the elements of the vector \( \mathbf{T}_f \) should also have an index \( j \) as the vector is different for different samples (images or videos), but for the sake of simplicity, we have dropped the index \( j \) from its elements.

We also involve the uncertainty of the current baseline classifier on the unlabeled samples to choose the informative samples. We define a vector of the entropy of the samples as, \( h = [h_1, h_2, \ldots]^T \), where \( h_j = \mathbb{E}[-\log_2 p_k] \), \( p_k \) is the p.m.f. of prediction by the current baseline classifier on the \( k^{th} \) unlabeled instance. We aim to choose a subset of the samples which are informative based on the two criterion, namely atypical score and the entropy of each sample. We can write the optimization function in vector form as follows,

\[
y^* = \arg\max_y y^T (h + \lambda_1 \mathbf{T}_f + \lambda_2 \mathbf{T} - \beta \mathbf{1})
\]

\[s.t. \quad y \in \{0, 1\}^N, \quad (1 - y)^T h \leq \xi \]

Here, \( \lambda_1, \lambda_2 \) and \( \beta \) are weighting factors. The additional term \( y^T \mathbf{1} \) weighted by \( \beta \) in the objective function tries to
minimize the total number of selected samples. Let us denote $f = -(h + \lambda_1 T_f + \lambda_2 T - \beta I)$. Maximization of the objective function in Eqn. 14 is the same as minimization of $y^T f$, which is now a convex optimization problem. It is a binary linear integer programming and can be solved by CPLEX [5]. After obtaining a set of samples $y'$ from Eqn. 14, we can ask a human to label these samples.

**Classifier Update.** In this paper, we use softmax classifier to predict the labels. If the feature vector is $F_k$ for $k^{th}$ sample, then predicted probability for the $j^{th}$ class can be written as, $P(l = j|F_k) = \frac{e^{F_k^T w_j}}{\sum_{k=1}^{K} e^{F_k^T w_k}}$. Here, $K$ is the number of classes, $w_j$ represents the weights corresponding to class $j$. We optimize the cross entropy loss function to estimate the parameters as presented in [6]. At current batch, we update the parameters with newly labeled data samples.

**PMF Update in Typicality.** The co-occurrence statistics $\Phi(u|v)$ are updated based on the newly acquired labels of tasks $U$ and $V$. The updated statistics can be written as, $\Phi'(u|v) \leftarrow \Phi(u|v) + \hat{\Phi}(u|v)$, where $\hat{\Phi}(.)$ represents the statistics with the newly labeled samples and $\Phi'$ is the updated statistics. Similarly, we also update $F_G$ used in Eqn. 8 with newly labeled data.

5. Experiments

We perform both image and video classification tasks to evaluate our proposed sample selection framework. We also demonstrate our results on joint classification tasks such as scene-object and activity-objects classification, wherein contextual relationships between samples are exploited.

**Experimental Setup.** We consider an online setting, where samples (e.g., images or videos) are continuously coming in batches. Batches are generated from training set and results are evaluated on testing set. We use the samples from the first batch to build the initial model as well as context model. We also incorporate incremental learning to update the model as new classes can come in new batches. We always use current batch of data to update the previous recognition model.

**Evaluation Criterion.** We obtain the recognition accuracy by using SVM classifier for scene and activity classification. For object detection, we compute the average precision by comparing with the ground truth. We consider intersection over ratio (IoU) between the detected box and the ground-truth bounding box to localize an object. IoU ratio, greater than equal to 50%, is considered as correct detection.

**Datasets.** In joint scene-object classification, we use MSRC [33] and MIT-67 Indoor [38] datasets to evaluate the propose framework. These datasets are appropriate as they provide a rich source of contextual information between scene and objects. For MSRC [33] dataset, we use all the classes to compute recognition accuracy with the ground truth provided by [47]. For MIT-67 indoor [38] dataset, we use 67 scene categories and 50 object categories. We use CAD-120[24] to evaluate results on joint activity-objects classification. We also demonstrate our results on Scene-15 [26] and VOC2010 [11] datasets for scene classification and object recognition results. Scene-15 and VOC2010 datasets only provide the ground-truth for one classification task, thus we do not consider any contextual relations $(\lambda_2 = 0$, in Eqn. 14) in the experiments.

**Baseline Methods:** In the experiment, we use following baseline methods.

- **Typicality**: Proposed framework, the recognition accuracy is obtained from the baseline classifier.
- **Typicality**: Proposed framework where the accuracy is obtained from the marginal (posterior) probability of a graph by exploiting contextual relationship. The prior probabilities of a graph are provided by the baseline classifiers.
- **SOAL**: Scene-object active learning (SOAL) [2].
- **Bv2B**: Best vs Second Best active learning strategy [28].
- **IL**: Incremental learning approach presented in [17].
- **Full-set**: Entire training set with graph is considered.
- **Full-set**: Entire training is used to obtain the accuracy from baseline classifiers.
- **BM-All**: All the samples in current batch are considered.

**Feature Extraction.** In scene classification and object recognition, we consider the CNN features from image and region proposals [15] respectively. For CNN feature, $N_f$ discussed in Sec. 3 would be 4096. For activity recognition, we consider the features provided in [24] with dimension, $N_f = 630$. We refer to these features as ‘act-feat’.

**Experimental Analysis:** We perform the following set of experiments - 1. Comparison with other active learning methods, 2. Comparison against other recognition methods, and 3. Sensitivity analysis of the parameters.

**Comparison With Other Active Learning Methods.** We compare our active learning (AL) framework with other state-of-the-art methods and baseline approaches as shown in Figs. 5(a,d,g,j) and 6(a,d,g,j). The straight line presented in the figures implies the recognition accuracy on whole training set. Some of the existing AL approaches are SOAL [2], Bv2B [28], random sample selection, Entropy [9] and IL [17]. We observe the recognition accuracy as a function of number of samples chosen by proposed method. Then, we fix the number of samples for each batch, and obtain the accuracy for other AL methods. Here, different methods choose different set of samples, from which recognition models are trained. Features and baseline classifiers are kept same for all the methods for fair comparison. From Figs. 5(a,d,g,j) and 6(a,d,g,j), we can see that the proposed framework outperforms other methods by large margin in selecting the most informative samples in all the classification tasks- scene, object and activity classification.

**Comparison Against Other Classification Methods.** We compare our framework against other state-of-the-art recognition methods. We implement some of the methods- CNN [50], GIST, DSIFT [31], R-CNN [15], DPM [13] for scene and object classification. In scene classifica-
Figure 5: The figure presents scene and activity classification performance for four datasets—MSRC [33], MIT-67 [38], CAD120-activity [24] and Scene-15 [26] (top to down). Plots (a,d,g) present the comparison against other state-of-the-art active learning methods. Plots (b,e,h,k) demonstrate performance improvement compared to BM-ALL method. Figs. 5(b,e,h,k) and 6(b,e,h,k) illustrate the impact of the proposed method in selecting the most informative samples. From figures, we can see that the performance is improved when we have more weight to emphasize typicality.

Classification Accuracy

Performance is shown in Fig. 5(b,e,h,k) for scene and activity recognition, we also compare against Holistic [47], MLRep [8], SICA [19] and MOP-CNN [16] methods. Similarly, we also consider Holistic [47] approach for object detection performance. For activity recognition, we compare against MEMM [42], Kopp13[24] methods. The recognition performance is shown in Eqn. 14, we show our results with varying \( \lambda_1, \lambda_2, \beta \) and \( \xi \) in Eqn. 14, we show our results with varying \( \lambda_1 \) and \( \lambda_2 \) as these parameters are associated with typicality. We see the effect of \( T_f \) and \( T \) as presented in Eqn. 14 in selecting the most informative samples. Towards this goal, we choose the values of \( \lambda_1 \) and \( \lambda_2 \) as 0.7, 1.0, 1.2. \( \lambda_2 = 0 \) for Scene-15 and VOC2010 datasets, which means that no contextual relation is used. Figs. 5(c,f,i,l) and 6(c,f,i,l) illustrate the variation of performance due to change in parameters. From figures, we can see that the performance is improved when we have more weight to emphasize typicality.

Sensitivity Analysis of the Parameters. In our active learning framework, even though we use parameters \( \lambda_1, \lambda_2, \beta \) and \( \xi \) in Eqn. 14, we show our results with varying \( \lambda_1 \) and \( \lambda_2 \) as these parameters are associated with typicality. We see the effect of \( T_f \) and \( T \) as presented in Eqn. 14 in selecting the most informative samples. Towards this goal, we choose the values of \( \lambda_1 \) and \( \lambda_2 \) as 0.7, 1.0, 1.2. \( \lambda_2 = 0 \) for Scene-15 and VOC2010 datasets, which means that no contextual relation is used. Figs. 5(c,f,i,l) and 6(c,f,i,l) illustrate the variation of performance due to change in parameters. From figures, we can see that the performance is improved when we have more weight to emphasize typicality.

Computational Complexity. We analyze the complexity in terms of computational time on MSRC [33] and MIT-67 [38] datasets. We compute the time to query the samples, and time to train scene and object models for a dataset. As we can see that total time to train scene and object
Figure 6: In this figure, we show the object detection performances on MSRC [33], MIT-67 [38], CAD120-activity [24] and Scene-15 [26] (top to down). Plots (a, d,g) present the comparison of other state-of-the-art active learning methods. Plots (b, e, h,k) demonstrate comparison with SS.

Table 1: Timing analysis on MSRC [33], MIT-67 [38] datasets. Here, SM-scene model, OM-object model, QT-query time, SS-selected samples

<table>
<thead>
<tr>
<th>Dataset</th>
<th>QT (s)</th>
<th>Train SM (s)</th>
<th>Train OM (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>with SS</td>
<td>all</td>
<td>with SS</td>
</tr>
<tr>
<td>MSRC</td>
<td>19.72</td>
<td>42.17</td>
<td>47.58</td>
</tr>
<tr>
<td>MIT-67</td>
<td>63.07</td>
<td>113.52</td>
<td>384.91</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, we propose a novel subset selection framework to adaptively learn the recognition models. We introduce the typicality concept which can be used as an important tool to learn informative samples from a huge pool of unlabeled samples. We efficiently link between recognition and context model by exploiting typicality. We can also apply typicality in feature space to learn a good recognition model. Our approach significantly reduces the load on human effort in labeling samples. We also show that with only a small subset of the full training set we achieve better or similar performance compared with using full training set.
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